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For each input word $x$ the following conditions must be satisfyied:

- At least one computation on input $x$ ends either in an accepting or in a rejecting state
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## Self-verifying machines

Some references:

- Ďuriš, Hromkovič, Rolim, and Schnitger (STACS 1997) Definition of the model in connection with the study of Las Vegas automata.
- Hromkovič and Schnitger (Information and Comp. 2001) Hromkovič and Schnitger (SIAM J. Comp. 2003) Further investigations in connection with Las Vegas computations and also per se.
- Assent and Seibert (RAIRO-ITA 2007) Simulation of self-verifying automata by deterministic automata.
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- The other maximal cliques can involve at most the remaining $n-1$ states, hence they are at most $f(n-1)$
- This gives the upper bound $g(n)=1+f(n-1)$

Notice that $g(n)=O\left(3^{\frac{n}{3}}\right)$
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## Properties of $A_{n}$



The reachable states of the subset automaton $A_{\text {sub }}$ are:

- $\left\{q_{0}\right\}$
- the $3^{m}$ subsets obtained by taking one state from each column in the "grid part" (hence $A_{n}$ is an svfa!)
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- We can verify that each two states of $A_{\text {sub }}$ are distinguishable
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## Properties of $A_{n}$

Summing up:

- The subset automaton $A_{\text {sub }}$ has exactly $g(n)=1+3^{\frac{n-1}{3}}$ states
- All these states are pairwise distinguishable
- Hence, it is the minimal dfa equivalent to $A_{n}$
- The argument can be easily adapted, for the values of $n$ which are not of the form $3 m+1$

Hence:
the exact cost for the conversion of $n$-state svfa's into equivalent dfa's is:

$$
g(n)= \begin{cases}1+3^{\frac{n-1}{3}} & \text { if } n \equiv 1(\bmod 3) \text { and } n \geqslant 4 \\ 1+4 \cdot 3^{\frac{n-2}{3}-1} & \text { if } n \equiv 2(\bmod 3) \text { and } n \geqslant 5 \\ 1+2 \cdot 3^{\frac{n}{3}-1} & \text { if } n \equiv 0(\bmod 3) \text { and } n \geqslant 3 \\ n & \text { if } n \leqslant 2\end{cases}
$$
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