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## Theorem

$L \subseteq\{a\}^{*}$ is regular iff $\exists \mu \geq 0, \lambda \geq 1$ s.t.

$$
\forall n \geq \mu: a^{n} \in L \text { iff } a^{n+\lambda} \in L
$$
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- ( $q, x, Z \alpha)$ configuration
- [qZ] mode

Unary deterministic pda's:
For each integer $t \geq 0$ :

- if the computation does not stop before $t$ steps then the configuration reach at the step $t$ does not depend on the input length
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(1) A configuration $\mathcal{C}$ with mode $[q A]$ is reachable from the initial configuration
(2) A configuration with mode $[p B]$ is reachable from the configuration with mode $[q A]$ and pushdown store containing only $A$
(3) If a configuration $\mathcal{C}^{\prime}$ with mode $[p B]$ is reachable before $\mathcal{C}$, then the stack height in some configuration between $\mathcal{C}^{\prime}$ and $\mathcal{C}$ must be less than in $\mathcal{C}^{\prime}$.

## Modes

Lemma
The relation $\leq$ defines a partial order on the set of the modes.

## $h_{t}$ history at the time $t$

Stack content + state information
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## Hence our simulation is optimal!

Problem: Does it is possible to reduce the cost of the simulation of unary dpda's, by using nondeterministic or two-way finite automata?
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- $L_{s}$ is accepted by a dpda of size $8 s+4$
- Furthermore, even each two-way nondeterministic automaton accepting $L_{s}$ needs $2^{s}$ states
[Mereghetti, Pighizzini, 2000]
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## Lemma ([Domaratzki, Pighizzini, Shallit, 2002])

The size of each grammar G generating $\left\{w_{m}\right\}$ must be at least $c \frac{2^{m}}{m}$, for some constant $c$.
Hence $s \geq d \frac{2^{m}}{m^{2}}$, for some $d>0$.

## Simulation of unary dfa's by dpda's

As a consequence we get the following lower bound:

## Corollary

There exists a constant $K>0$ such that the conversion of unary $n$-state dfa's into equivalent dpda's produces dpda's of size at least $K \frac{n}{\log ^{2} n}$, for infinitely many $n$ 's.
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To prove the last result we have investigated the transformation of unary dpda's into context-free grammars.

- Each pda can be transformed into an equivalent cfg with $(\# Q)^{2} \cdot \# \Gamma+1$ variables.
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However, we proved that:

## Theorem

Each unary dpda can be transformed into an equivalent cfg grammar with \#Q $\#$. variables.
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## Related questions and results

## Bounded languages:

Subsets of $w_{1}^{*} w_{2}^{*} \ldots w_{n}^{*}$, for given words $w_{1}, \ldots, w_{n}$.
Extend the investigation to bounded deterministic context-free languages:

- Simulation of dpda's accepting bounded regular languages, by finite automata.
- Simulation of dpda's accepting bounded (context-free) languages, by finite-turn pushdown automata.

In the nondeterministic case we have the following:

## Theorem ([Malcher, Pighizzini, 2007])

Each bounded context-free language generated by a cfg with $h$ variables in Chomsky normal form is accepted by a finite-turn pda with $2^{h}$ and $O(1)$ stack symbols.
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